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ABSTRACT

1- Introduction

Rivers are an important and accessible water resource for fresh water supply. Given
that Iran is located in an arid and semi-arid region and is currently facing water shortage
problems, knowledge of the status of existing surface water allows it to be used for
various purposes while adopting solutions that cause the least damage to these
resources. For this purpose, researchers have tried to provide methods and models that
can predict river flows well. With the development of artificial intelligence, its use in
providing models has also expanded. Noise is usually present in hydrological data,
which can lead to a decrease in prediction accuracy. Therefore, in addition to the
development and introduction of various models, great importance has recently been
placed on examining data and reduce or removing noise methods (Zerouali et al, 2021).
A lot of research has been done to reduce or eliminate noise in random data such as
river flow time series data, such as: Wang et al, 2024; Guo et al, 2023; Zerouali et al,
2021; Malekani, 2020 and etc.

Hydrology time series data consists of two different parts, the original signal and the
noise value. Noise reduction means separating time series data into these two
components, so that one component contains the original signal and the other contains
noise (Rezaei & Jabbari, 2017). Noise reduction is an essential step in any measurement
process that improves the accuracy of modeling and prediction. The conventional and
classical statistical tool for distinguishing these two components is the Fourier
transform and the wavelet transform, which are known as linear transforms. Wavelet
transform is better than Fourier transform for non-stationary signals. The disadvantage
of both methods is that many signals cover a spectral region of the original space as
noise space, which causes the elimination of part of the original signal and it is
necessary to develop and improve the filter techniques (Schreiber & Kantz, 1998).
Therefore, in this study, two methods of wavelet and chaos theory were used to reduce
the noise of the monthly discharge time series data of the Ajichay and Sufichay rivers,
which are the most important sub-basins of Lake Urmia.
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2- Materials and methods

2-1- Case study

In this research, two watersheds, Ajichay and Sufichay, studied. The Ajichay river in northwest of Iran is one
of the most important river discharging into Lake Urmia. Ajichay watershed has an area of about 11,457
square kilometers and covers 22% of the total area of Lake Urmia. The Sufichay river originates from the
southern slopes of the Sahand mountain, located 30 kilometers south of Tabriz. The Sufichay river basin area
is approximately 1,800 square kilometers and the length of this river is 70 kilometers. This river is the major
source of water for both irrigation and domestic uses for the community residing in this region.

2-2- Artificial Neural Network

Neural networks are computational models that are capable of discovering the relationship between the inputs
and outputs of a physical system. ANN based on a collection of nodes called neurons connected by weighted
links. By analyzing measured data, these networks discover hidden patterns and rules among them and transfer
them to the network structure (Bagherzadeh, 2019).

In this study, the Levenberg—Marquardt (LM) algorithm was applied to train the ANN models using feed-
forward back-propagation training algorithms.

2-3- Noise reduction

In this research, two methods, chaos theory and wavelet, are used to separate the noise from the input data.
According to the research, these methods are suitable for estimating, reducing, or eliminating the amount of
noise. The accuracy of these methods is mainly verified by the prediction accuracy.

2-3-1- Chaos Theory

Chaos theory was first applied in meteorology by Edward Lorenz in 1965 and then developed to other sciences
(Kocak et al, 2000). Error in measurement and input data adds noise to predictions (Lokem Gelman, 2017).
Noise reduction is the process of removing noise from a time series data.

The purpose of noise reduction in chaotic deterministic dynamic systems is to replace erroneous
measurements with the best value that has less error. In this method, the chaotic of the time series is first
investigated. If the data is chaotic, after estimating the correlation dimension, noise reduction is done with the
chaos theory. For this purpose, the GHKSS chaotic method, which was developed by Grassberger and is a
nonlinear method, has been used.

2-3-1- Wavelet Transform

Mathematical transforms are used to obtain additional information from a signal that is not available from the
signal itself. Mathematical transformations are used to obtain additional information from a signal that is not
available from the signal itself. Among them, the most famous is the Fourier transform.

The Fourier transform provides information about the frequencies in a signal, but does not provide any
information about when a particular frequency occurs. Therefore, the wavelet transform was developed and
extended to solve some of the shortcomings of the Fourier transform.

Wavelet Transform is known a powerful mathematical tool designed in the field of signal processing. In
wavelet analysis, like in Fourier analysis, we deal with the expansion of functions, but this expansion is done
in terms of "wavelets". A wavelet function is a function that has two important properties: oscillatory and
short-term. W(x) is a wavelet function if its Fourier transform ¥(w), satisfies the following condition:

dw < 4+ Q)
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This condition is known as the W(x) wavelet acceptance condition.
In this study, the wavelet toolbox of Matlab software has been used to analyze the wavelet signal.

2-4- Combinations of input data

Runoff time series usually have a Markovian behavior, meaning that the values of the parameters at present
time are most probably to depend on the conditions of the series at past times (Yahyavi, 2013). Considering
this characteristic, the inputs determined for modeling river flow, was selected a combination of flows in past
times. The output of the model, in all input combinations, is Q;.

Comb 1: Q;_4

Comb 2: Q¢-1, Q¢

Comb 3: Q_1, Qr—3, Q¢_3
Comb 4: Q¢—1, Qr—2, Q¢—3, Qr—4

Comb 5: Q¢—1, Q¢—2, Qt-3, Q¢—4, Q¢—s
Comb 6: Q¢_1>

In this simulations, Q;, Q;_1, Q;—, and ... are representing the discharge in present month and previous one,
two and ... months ago respectively.

2-5- Model Evaluation Criteria

In this study has employed most common statistical techniques to evaluate model performance with ANN and
effect of Noise reduction with chaos theory and wavelet. These include the Correlation coefficient (R), the
Nash-Sutcliffe coefficient (NSE), the root mean square error (RMSE) and normalized RMSE.

3- Results and Discussion

In the chaos theory, first the delay time was calculated to Average mutual information method (AMI) and using the
program mutual.exe from the TISEAN software package. the delay time of were obtained for the Sufichay and Ajichay
rivers as three and five months respectively. After determining the delay time, the correlation dimension was calculated.
The correlation dimension method is the most well-known method for determining chaos.

logC(R)/log(R) versus log(R) diagram and Correlation dimension diagram for different embedding dimensions shows
that the correlation dimension for the Sufichay and Ajichay rivers is estimated to be two and three, respectively. Finally,
the GHKSS method was used to reduce noise.

In the wavelet method, first the selection of the best wavelet parameters has been done by means of a trial and error
process. To remove noise using wavelet transform, three mother wavelets were used at two different decomposition
levels, and after analyzing the original time series using the wavelet tool in MATLAB, the threshold values were
calculated and the denoised time series was created.

The threshold value is a very important parameter in the wavelet threshold denoising algorithm. Results show that db4
wavelet and 3 level are the optimum mother wavelet and decomposition level for the denoised monthly discharge time
series data.

To compare the results obtained from neural network modeling with raw and denoised data, first, by modeling the
neural network with raw data, an appropriate input combination was selected. Then, the denoised data in the selected
input combination was used for modeling with the neural network. The results of modeling with raw data showed that
the neural network performed well in simulating the runoff of the Sufichay River in combinations number five, four
and three, and with a small difference, combination number five (Comb 5) was selected. The same procedure was
repeated for the Ajichay River, and the neural network performed relatively better with combination number six than
the other combinations. Also, considering that combination four has a very close performance to combination number
six, both combinations were examined for modeling with denoised data for this basin.
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The RMSE value in modeling with raw data and noise reduction with chaos and wavelet for the Sufichay River is 0.08,
0.045, and 0.034, respectively, and the correlation coefficient is 0.85, 0.97, and 0.98, respectively, and the Nash-
Sutcliffe efficiency coefficients is 0.71, 0.95, and 0.96. Therefore, it can be said that the wavelet method with the db4
mother wavelet at the resolution level of two, with a slight difference compared to the chaos theory in the noise reduction
process, has improved the accuracy of the neural network results.

Considering that in the selection of the appropriate combination for simulating the monthly discharge of the Ajichay
River using an artificial neural network, the two combinations (Comb 4) and (Comb 6) had close results, therefore,
modeling of the noise-reduced data with an artificial neural network was performed using these two combinations.
The results showed that the best performance of the ANN model with noise-reduced data is when the data is denoised
using Wavelet and the choices of the mother wavelet function are "db4" from Daubechies and also the decomposition
level for the signal is two.

However, unlike the results of the Sufichay River, noise reduction using the chaos method for the Ajichay data with
input combination six (Comb 6) did not improve the performance of the neural network, but in combination four for
the same river, the results are almost the same as those of the Sufichay River, and the accuracy of the modeling results
with noise reduction data in combination four is higher than in combination six. Finally, it can be said that noise
reduction using the chaos method in combination four (Comb 4) had the best performance (Table 1).

Table (1): ANN results with raw and noise reduced data using chaos and wavelet

River & D.ata Type & Structure Train Test Total

Combination| 1€ TN o NN RMSE | R E RMSE | R E E R> | RMSE
method

Raw Data 5-8-1 | 0.0766 |0.8494 | 0.7201 | 0.0886 |0.8369 | 0.6993 | 0.0798 | 0.8457 | 0.7147
Sufichay Chaos 4-13-1 | 0.0452 |0.9738 | 0.9480 | 0.0443 [0.9734 | 0.9468 | 0.0449 |0.9736 | 0.9478
Combs Level 2 ‘ db4 | 4-7-1 | 0.0332 (09797 | 0.9594 | 0.0367 |0.9769 | 0.9526 | 0.0341 | 0.9788 | 0.9576
Raw Data 4-6-1 | 0.1165 [0.7556 | 0.5708 | 0.15 [0.7262 | 0.486 | 0.1258 |0.7390 | 0.5445
‘éﬁfﬁ Chaos 4-16-1 | 0.0611 |0.9391| 0.8811 | 0.0563 [0.9423 | 0.8846 | 0.0598 | 0.9396 | 0.8824
Level 2 ‘ db4 | 4-4-1 | 0.0708 |0.9148 | 0.8288 | 0.0968 |0.8829|0.7791 | 0.078 |0.9051 | 0.8148
Raw Data 1-4-1 | 0.1089 [0.7829 | 0.6125 | 0.121 | 0.78 |0.6044 | 0.112 |0.7818 [ 0.6103
’éﬁi‘;g Chaos 1-13-1 | 0.1315 |0.6922| 0.478 | 0.1004 |0.7132|0.5007 | 0.1245 |0.6958 | 0.4835
Level 2 ‘ db4 | 1-16-1 | 0.0956 |0.8497 | 0.7194 | 0.0825 |0.8495|0.7187 | 0.0925 | 0.8489 | 0.7194

4- Conclusions

By comparing the values of the Nash-Sutcliffe efficiency obtained for the validation data, it can be concluded
that the use of denoised data in modeling significantly increases the accuracy of the model results. So that at
the Sufichay station, the use of denoised data using the wavelet method in modeling with an artificial neural
network has increased the accuracy of the results by about 25 percent and the Nash-Sutcliffe value has
increased from 0.6993 to 0.9526. In the Ajichay basin, the accuracy of the results has also increased from
0.486 to 0.8846 by using denoised data using the chaos method. The results of this study were similar to the
results obtained by other researchers such as Partovyan et al. (2016), Karunasingha and Liong (2018),
Boustani et al. (2019), Malekani (2020), Zerouali et al. (2021), Guo et al. (2023), Wang (2024).

Based on the results obtained, it is suggested that other newer models be used for modeling with raw data and
reducing the noise. In this case, a better comparison can be made between the effect of the type of model and
data in increasing the accuracy of the results. It is also suggested that this research be done with other
hydrological parameters such as precipitation, sedimentation, evaporation and the efficiency of this method
and the increase in the accuracy of the results be evaluated.
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Figure (2): General structure of an artificial neural network
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Figure (3): Time series graph of raw data: a) Sufichay river b) Ajichay river
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Figure (6): Scatter plots of neural network modelling with raw and noise reduced data in the Sufichay (Comb 5)
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Figure (8): Scatter plots of ANN modelling with raw and noise- reduced data in the Ajichay (Comb 4)

albog, lp ez oS5 )0 99..:231 gy 4 Al el mals slaosls b smas AL Sl Joe Sy G Sloges 5 () JSKG
m3 e i | sl sy

110



VE PG PE ey ¥ o g0 5808890 5859000

ANN-simulation _Chaos_(Comb 4)_ sl> >1

m3/sy oo

N

Tr

v S > W

N\ <
(Combd) stz 2T ab9> 53 il Gy 4 4L j19i IS Slaools b (omac 45 53lu e Glo (53w 5113903 :(R) JSis
Figure (9): Time series graphs of ANN modelling with reduced-noise data by chaos method in the Sufichay (Comb4)
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Figure (10): Scatter plots of neural network modelling with raw and noise- reduced data in the Ajichay (Comb6)
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Figure (11): Time series graphs of neural network modelling with reduced-noise data by wavelet method in the Ajichay
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Table (6): General comparison of the Nash-Sutcliffe efficiency criterion results for validation data

NSE R? ( Kot o0 NRSME (%) RMSE (m’/s)

oS B
NRW NRC | pl> ools | NRW NRC | plsools | NRW | NRC | plsosls | NRW | NRC | g ools dog>

- L
</A0YF | </AFPA | -/2QQY | -/aVEA | -/AVYE | - /AYSA <NPY <IYYF <IYAY SLeYEY | <f-¥EY | </-AAF | Comb 5 | sl> Boe
SAAARERYVVN ¢4 APNg <IAAYQ | < /AEYY | - /YYRY ARYd AN ARYA S[oAFA | [-0PY | N+ | Comb 4| slx >

Ao,y g al glaosls b (gilidae 4 coed NR (gloools b (g5lidos mlis <l s ol «F) Jooo polas 4 azgi b

el oslo b g iludoe & o NR (groslo b g 3ludae gulit pudi' ol 30 :(V) Jou>

Table (7): The amount of change in modeling results with NR data compared to modeling with raw data
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